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1. Introduction 
In this paper, we show how a family of linear 

rank statistics can be used to test the randomness 
of a sequence of random variables under a simple 
symmetry assumption and, in particular, without 
the standard normality assumption. 

Let Xl, . . . . Xn be a time series of random 
variables having (marginal) density functions 
(pdf's) symmetric about a common known median p 
(but not necessarily identical in other respects). 
Without loss of generality, we can assume p to be 

1 zero . We want to test the null hypothesis (H_) 
that Xl, . . . . X, are mutually independent agai%t 
the alternati ve that these var iables are "positi- 
vely (or negatively) serially dependent". There is 
however, a problem in defining precisely the latter 
notion in a nonparametric context, especially 
since we did not assume covariances to be finite. 
By the symmetry assumption, we can see easily 
that, under Ho, 

MWXtXt+l) = 0, t= 1, . . . . n-l, (1.1) 
where Med(XtXt+l) refers to the median of XtXt+l. 
Then a simple way of defining "positive serial 
dependence" consists in saying that the medians 
of the variables XtXt+l are positive: 

Med(XtXt+l) > 0, t = 1, . . . . n-l; (1.2) 
similarly, "negative serial dependence" can be 
defined via negative medians2: 

Med(XtXt+l) < 0, t= 1, . . . . n-l. (1.3) 
Another concept of dependence we could also use 
is the concept of "positive (or negative) quadrant 
dependence" introduced by Lehmann (1966). Some 
details about this notion are given in the Appen- 
dix. For our purpose, let us just mention here 
that, under the symmetry assumption, (strict) 
"positive quadrant dependence" between Xt and 
xt+l implies Med(XtXt+l) > 0; further, if second 
moments exist, we also have in this case 
E(x~x,+~) > 0 SO that the alternative (1.2) can 
be reexpressed in terms of positive autocovarian- 
ces (or autocorrelations): 

E(XtXt+l) 0, t = 1, l l *, n-l; (1.4) 
and similarly in the case of "negative quadrant 
dependence". Thus,under wide conditions, the 
tests described in this paper may be viewed as 
tests for serial correlation . 

A natural statistic to look at for such a 
test is the sequence of the products: 

Zt = Xtq+l, t = 1, . . . . n-l. (1.5) 
We propose to test Ho by applying linear rank 
tests for symmetry about zero to the sequence 
Zl, . . . , z . The tests obtained in this way 
are both e%& to run and applicable against a wi- 
de variety of alternative hypotheses, such as the 
ones where (1.1) or (1.2) holds. The linear 
rank statistics used integrate information about 
both the signs of the observations and their sizes 
(via the ranks of the absolute values /Z 1, t = 1, 
. . . , n-l). Furthermore, as shown in thig paper, 
the exact null distributions of the test statis- 
tics can be obtained easily and, in some standard 
Cases, are already well tabulated. 

These characteristics can be contrasted with 
those of a number of other nonparametric tests 
for randomness. The tests considered by Wallis 
and Moore (1941), Moore and Wallis (1943) and 
Stuart (1952) use only the signs of the first 

differences Xt+l - Xt, t = 1, . . . . n-l. Similarly, 
the runs tests proposed by David (1947), Goodman 
(1958) and Granger (1963) are based on the sequen- 
ce of the signs of the observations Xt, t = 1, 
. . . . n. In relation to this last set of procedu- 
res, we show that one of the tests in the family 
considered here reduces to a test based on the 
number of runs in the same sign sequence (with 
the exact small sample null distribution being 
supplied while Goodman (1958) and Granger (1963) 
provide only a large sample null distribution; 
note also that David's test (1947) is done condi- 
tionally on the number of +'s and --'s in the sign 
sequence. The test of Wald and Wolfowitz (1943), 
based on computing a circular correlation coeffi- 
cient, is similarly performed conditionally on the 
set of values taken by the observations; further- 
more, it is not computationally very convenient. 

With respect to applications, let us mention 
that the fact that not all economic variables 
follow Gaussian distributions has been appreciated, 
both empirically and theoretically, by a number of 
authors, including Mandelbrot (1963), Fama (1965), 
Praetz (1972) and Blattberg and Gonedes (1974);and, 
interestingly, these authors proposed mainly sym- 
metric distributions as alternatives to the Gaus- 
sian. 

The above results are easily generalized 
and similar (exact) tests can be applied to any 
sequence of the type: XtXt+k, t = 1, . . . . n-k, 
where k > 1, so that the dependence between ob- 
servations separated by lags greater than one can 
also be assessed. Besides, it is interesting to 
observe that the standard normal tests based on 
sample correlation Coefficients, such as rk = 

;!; XtXt+k/t&X$ typically use asymptotic null 

distributions3. 
The family of tests considered is described 

in section 2. The exact null distributions of 
the test statistics are obtained in section 3. In 
sections 4 and 5, special tests in the family 
are considered; in particular, we obtain an exact 
runs test for which critical points can be found 
using tables of the binomial distribution, and an 
analogue of the Wilcoxon signed-rank test for 
which tables built for this last test may be used. 
In section 6, the preceding results are generali- 
zed in order to be able to test the dependence 
between observations separated by lags greater 
than one. Finally, in section 7, we make some 
further remarks concerning the applicability and 
limitations of the tests proposed. 
2. Description of the Tests 

It is easy to see that, under H-, each random 
variable Zt = X,X,+1, t = 1, . . . . n-1, has a conti- 
nuous distribution symmetric about zero; hence 

P[Z, > 0] = P[Z, d 0] = 1, t = 1, . . . . n-1.(2.1) 
In a wide variety of cases, non-independence will 
break this pattern. In particular, under an alter- 
native of positive (negative) serial dependence 
the medians of the variables Z,, t = 1, . . . . n-l, 
will be shifted towards the right (left). This 
clearly suggests to test whether the variables 
Zl' l **9 Z n-1 have median zero. 

Gokhale (1970) proposed to test the indepen- 
dence of two random variables X and Y (assumed 
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to have distributions symmetric about zero) via a 
I)distribution-free test of symmetry" about zero of 
the distribution of XY, using a sample of N in- 
dependent observations (Xl, Y1), . . . . (XN, YN). 
He also studied sufficient conditions for the sym- 
metry of XY about zero to be equivalent to the 
independence of X and Y. But, clearly, the coup- 
les (Xi, X2), (X2, X3), . l .9 (s-1, G) are not 

independent and thus Zl, Z2, . . . . Z 
The suggestion of Gokhale is applic% e i 

are not. 
to our 

problem if we are willing to consider values of Zt 
coming from disjoint pairs of Xt values, for ex- 
ample, Zl = X X2, . . . . 
(where p is A 

Z3 = X3X4, 
t zP - PS e biggest odd integer G n- ). 

+1 

Clearly, under Ho, Z1, Z3, . . . , Z are indepen- 
dent and standard non-parametric e ests for symme- 
try about zero (the sign test, the Wilcoxon signed 
rank test, etc.) can be applied to these. Similar 
tests are also applicable to Z2, Z4, . . . . zq (where q is the biggest even integer < n-l), 
which are also independent under Ho. Nevertheless 
a test based on Zl, Z3, 
Z2, z4, 

. . . . Zp or a test based on 
. . . , Z exploits, in a sense, only half 

of the availab e sample information and the rela- 9 
tion between the two tests would have to be stu- 
died. It is certainly desirable to have a test 
that exploits the full set of the products Zl, Z2, 
l ‘*) k-1. 

Let us consider the family of simple 
linear rank tests for symmetry about zero4 applied 
to the variables Z, = XtXt+l, t = 1, 2, . . . . n-l. 
These are ba;ed on test statistics of the form: 

S = &u(Zt) a#$> (2.2) 
where N - n-l and 

u(.) is an indicator function such that 

u(z) = 
{ 

1 ifz>O 
0 ifz&OO (2.3) 

R; = rank of IZtl when IZll, . . . . /ZN] 
are ranked in increasing order; 

aN(.) is a score function transforming the 
ranks Rl. The ranks I$ can also be amvenien tly de- 

-b'Rf &,zt,-lzi/), t = 1, . . ., N; 

this formula takes care, in particular, of the 
cases where there are ties among the lZtl's (an 
event of probability zero)5. Under the null hy- 
pothesis that Zl, . . . . 
about zero, 

ZN have pdf's symmetric 
the distribution of S is obtained in 

standard cases with the assumption that the 
observations Zl, . . . , ZN are independent6. The 
difficulty in the present cas is that, even under 
H o, the variables Zl, . . . . ZN are not independent 
(although they have marginal distributions symme- 
tric about zero). We show, in this paper, that 
this difficulty is in fact of no consequence here, 
in the sense that the standard null distributions 
for S can be used. 

We will furthermore use a non-negative func- 
tion in (2.2): 

aN(r) a 0, for all r. (2.4) 
Then, under the alternative (1.2) of positive 
dependence, we expect the number of positive Zt's 
to be greater than under Ho, and hence S to take 
a relatively large value: against this one-sided 
alternative we use a critical region of the form 
ts > cl. Similarly, against the alternative 
(1.3) of negative dependence, we use a critical 
region of the form {S < c'). Finally, a two- 
sided test has a critical region of the form 

{S > c or S < c'). The critical points c and c' 
of course depend on the significance levels adop- 
ted for the tests. 

3. Null Distributions of the Test Statistics 
First, let us define the "sign" functions: 
s(x) = 1, if x > 0, 

-1, if x4 0, (3.1) = 
and introduce the following notations: 

E = {l, -11, EN =$x E x . . . x E 
NW 

(3.2) 

where N = n-l. 
Since we assumed X1, . . . . Xn have continuous 

distributions, the variables Z1, . . . . ZN also ha- 
ve continuous (marginal) distributions. Conse- 
quently, the vector &+ is with probability 1 a 
permutation of (1, 2, . . . . N), and the vector 
aN(&+) is a permutation of (aN(l), aN(2), . . . . 
aN(N)). N 

The rank statistics S = Z u(Z,) aN(Rl) can 
t-l 

be viewed as a linear combination of the set of 
constants aN(l), . . . . aN(N) and thus S can 
be expressed as7 

(3.3) 

where 
T(r) = 1, if the r-th smallest observation 

in absolute value is positive, 
= 0, otherwise. (3.4) 

If the random variables u(Z1), . . . . u(Z,) and 
the random vector R+ are mutually independent - 
with 

P[u(Z,) = 01 = P[u(Z,> = 11 = 1, t = 1, . . . , N, 
the distribution of S is completely determined. 
This is easy to see by considering the characte- 
ristic function of S. Conditional on g+, we 
have (with probability 1): 

(3.5) 

where i = q. Hence, since E(ei TSIR+) does not 
depend on &+, the characteristic fun'Ftion of S is 

E(eiTS) = + ei-N(r) 1 . (3.6) 

It is thus entirely determined for a given score 
function aN( .) and, consequently 
of S is also determined. 

, the distribution 

We will now show that, under Ho, (despite 
the fact that Zl, . . . . ZN are not independent) 
the random variables u(Z1), . . . . u(Z,) and the 
random vector R+ are mutually independent with 

PMZ,) = c] P P[u(Z,) = l] = 1, t = l,...,N. 
We first prove the following lemma, which states 
that the 2N different "sign" permutations s(z> in 
EN that can be associated with 2 = (Zl, . . . . ZN> 
have the same probability (i)N, conditional on 
any event lzl = 151, provided z is outside a set 
A=RN of probability zero. 
LEMMA 3.1: Let Xl, . . . . Xn be a sequence of inde- 
pendent random variables having pdf's symmetric 
about zero, and let 
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Z = xx t = 1, n-l. 
Then, ksingt&'iotations ;n'i3.2), 

pb(g = 21 lzl = jz,] = (i>N,'bEN - 
where N = n-l, for any 151 = (1~11, . . . , 
such that jzt/ > 0, t = 1, 

IZ*l) 
N, and q(lzl) q 0, 

where q(.) is the pdf of th;?'&dom vectorTz1. 
PROOF: Since Xl, . . . . Xn are independent random 
variables with pdf's symmetric about zero, the pdf 
of the random vector (Xl, . . . . Xn) has the pro- 
perty: 

P(Xl, .**, 5) = &PXt(xt) 

= t$-lPxtu-l+,/xtl) 
P((-l)jl;x1i, **a, W+J) 

for all j,cIO, lJ,=t = 1, . . . . n. Assuming 1x11, 
. . . . lx.,,\ are all different from zero (the set 
where t%s does not hold has probability zero), 
we can say that the event 1x11 = /xl/, . . . , 
lXni = Ixnl consists of 2" different points, or 
configurations, (x1, . . . . xn) obtained by atta- 
ching all possible sign permutations to [x11, . . ., 
IXnl, and all these configurations have the same 
probability. Now let us consider the set of con- 
figurations (zl, . . . . z n-l> where 

Zt = xtxt+l, t = 1, . . . . n-l, 
obtained from the 2" configurations associated 
with /xl/, . . . . Ixnj. Clearly, zl, . . . 
all different from zero. 
ferent configurations and they all have the same 
set of absolute values: 

/zt( = lxt/l~~+~l, t = 1, . . . . n-l. 
Each particular configuration (zl, . . . . 'n-1) in 
this set is of the form: ,, 

( C-1) kl I Zl I 9 . . . . (-l)hn-l)zn-ll), k,d%l), 
t - 1, . . . . n-l. 

and can be obtained from at least 2 among the 2"' 

Since there ar 
the form ((-1) 
to be generated from 2" basic ones, we can say 
that each of them is generated by exactly 2 confi- 
gurations of the form ((-l)jl/xll, . . . . wJnlx,b 
(i.e. in the basic set) ans we saw previously that 
all these have the same probability. Therefore, 

have the same probability. If we integrate over 
all the vectors 1x1 = (1x11, . . . . /xnl) such that 

!i 
1xE~lx2jli, t - 1, . . . . n-1 (for )zll, ...s 

xe , a similar partitioning is maintain- 
ence we can say that the 2"-l different 

events in the set A have the same probability. 
(Note that, in this integration, it is sufficient 
to consider the set of vectors ix Ihaving their - 
components lxt( all different.) Consequently, 

the pdf of (Zl, 
(Zl, 

. . . . Zn-1) does not vanish at 
. . . . Zn-l) : 

Pcs(Z1) = wkl. . . ..s(z.-1) = (-l)kn-ll,zlj= /zl/, 

(*P-1 . = l - 9 lzn-ii= I Zn-l I] 
for all ktciO, 11, t = 1, . . . . n-l; or, which is 
equivalent, 

P[s(z) = 21 151 = bj] = (!ON,tl@N 
where N = n-l. Q.E.D. 

The main result then follows. 
THEOREM 3.2: Let Xl, . . . . Xn be a sequence of in- 
dependent random variables having pdf's symmetric 
about zero. and let Z, = X,Xtsl. t = 1, . . . . n-l. 

"a, u(L), 
wh 
mu 

Then the random variables :(;l$; 
lere N q n-l, and the random vector E' a;e 
ltually independent with 

P[u(Z+ O] = P[u(Z,) = l] = 1, t = 1, . . . . N. 
PROOF: From Lemma 3.1, we see that 

PCs(Z) - si ~IEEC] = (f)N,vseEN 
for any-set c such that P(IZlcc) f 0. Therefore, 
s(z) is independent of 151 Kence also of &+ . 
Furthermore, the vector(s(Zl), . . . . s(Z,)) has a 
uniform distribution over the discrete space EN. 
Hence, given that exactly 2N-1 vectors (s 
sN) cEN satisfy st = -1 and the 2N-1 othe:'ones' 
satisfy s = 1, where 1 6 t c N, we have 

P[s(Z,f o -11 - Pk(Zt) = l] = 1, t = 1, . . . . N 
and the variables s(Zl), . . . , s(Z,> are mutually 
independent. Finally, if we notice that u(Z,) is 
just a one-to-one transformation of s(Z,) such 
that 

dZ+> = 
0, if s(Z,) = -1 

, 

the 
(1, if s(Z,) = 1 

result follows. Q .E.D. 
From theorem 3.2, we cone lude that the 

distribution of the test statistic 
N 

S = C u(Zt)aN(R:) is completely determined under 
Hoat#e mean and variance of S under Ho are 
easily computed: 

(3.7) 

Furthermore, 

(3.8) 
of S is symmetric 

about E(S) and approximately normal for 

max ai(r) 

l&r&N N 2 sufficiently smal18. 

&laNtt) 
We will now examine special cases of the 

family of tests represented by S by specifying 
the score function a,(.). 

4. An Exact Runs Test 
If we consider the constant score function 

q(r) = __ 1, the statistic S takes the form: 

s = tFlu(Zt). (4.1) 

S is then Fhe number of positive values in the 
sequence Z1, . . . , ZN, i.e. the statistic of the 
sign test applied to Zl, . . . , ZN* Assuming X1, 
. . . , Xn are all different from zero (an event of 
probability l), S is also the number of times 
consecutive Xt's have the same sign. Under Ho, 
S%Bi(N,i), i.e. S follows a binomial distribution 
with number of trials N and probability of 
"success') 1. The fact that S takes a relatively 
big value (S > c) can be considered as evidence 
of positive serial dependence and the proper cri- 
tical point c for a test of level a can easily be 
found. Similarly, if S takes too small a value 
6 < c'), this can be viewed as evidence of 
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negative dependence between consecutive X,'s. 
Again, assuming Xl, . . . . 

from zero, 
Xn are all different 

N-S is the number of times changes of 
sign occur in the sequence Xl, . . . . Xn; hence 
N-S + 1 = n-S is the total number of runs in the 
sequence of the signs s(Xl), . . . . s(Xn), where 

s(x) = + , if x > 0, 
=-, if x < 0. 

Under H N-SQBi(N,$) since S%Bi(N,i). There- 
fore, t% null distribuiion of the total number 
of runs R = n - S can be characterized by 

R - lsBi(n-l,*), (4.2) 
hence the mean ayd t*ariance of Rx: 

E(R)=1 + y = 2 , Var(R) = 4 
Too small a number of runs (R < n - c) points out 
to the presence of positive serial dependence 
While a too big number (R > n + c') points out 
to negative serial dependence. 

Other tests of randomness based on the total 
number of runs using the same sequence of 
signs were described by David (1947), Goodman 
(1958) and Granger (1963). David's test differs 
from the one presented above in the sense that 
the null distribution of the number of runs is 
obtained conditionally on the number of +'s and 
the number of -' s in the sequence. As regards 
Goodman and Granger, they considered only large 
sample tests. 

5. The Signed-Rank Test and Other Tests 
If we take a aN(r) = r, the statistic S 

becomes 
S z~!~u(Z,) R:. (5.1) 

S is the sum-of the ranks of the positive Z 's. 
It is the test statistic associated with thh 
signed-rank test for symmetry about zero, or 
Wilcoxon test, when applied to Zl, . . . . ZN. The 
distribution of S, under Ho, is exactly the same 
as the null distribution of the Wilcoxon test 
statistic (as can be seen easily by comparing 
with Lehmann 1975, p. 165). It is very extensi- 
vely tabulated in Wilcoxon, Katt and Wilcox (1968). 
TO test Ho against the alternative (1.2), we use 
a one-sided critical region of the form {S > c}; 
similarly, against the alternative (1.3), we use 
cs < c'). A two-sided test would use a region 
of the form IS > c or S < c'). This test does 
not use only information about the signs of the 
random variables Zl, . . . . ZN, like the runs test 
of section 4, but also information regarding 
their sizes via the ranks RI, . . . . R& In a wide 
class of cases, it can thus be expected to have 
greater power than the runs test. 

Other tests can be generated by using other 
score functions. We will mention the analogues 
of two other well-known tests of symmetry. If 
we take the scores 

a (r) = El+), 
TV, Cr) 

(5.2) 
where is the r-th order statistic from the 
absolute'values of a normal N(0, 1) random sam- 
de, we get an analogue of the Fraser test (also 
called normal scores test). If we take 

q(r) = tml<l + !! &I, (5.3) 
where @ (.) is the cumulative distribution 
function of a N(0, 1) random variable and a-' (.) 
is the inverse function of g (.), we get an ana- 
logue of the van der Waerden test. For further 
details, the reader is referred to H6jek and 
S:dak (1967, pp. 108-111). 

6. Generalization 
The tests of independence we considered in 

the preceding sections are based on considering 
the products between values of X, separated by a 
lag of only one period. Analogous tests can be 
performed by considering sequences of products 
between values of X, separated by lags greater 

L 

than 1: 
Zt = xtxt+k, t = 1, . . . . n-k, (6.1) 

where k > 1, and test statistics of the form: 

s = t$dZt) a#:), = (6.2) 
where N = n - k and the ranks Rz, t = 1, . .., N, 
are defined with respect to the-sequence 
IZtl, t - 1, . . . . N. The corresponding tests 
can be run against alternatives of the type: 

Med(XtXt+k) > 0, t = 1, . . . . n-k (6.3) or 
Med (X,Xt+k) < 0, t-1 - , . . . . n-k. (6.4) - -- 

All that is required for doing this is to genera- 
lize Lemma 3.1 and Theorem 3.2 in order to make 
them applicable to the sequences defined by (6.1). 
This is straightforward but, for completeness, 
we state the generalized results. 
LEMMA 6.1: Let XI, . . . . X,, be a sequence of inde- 
pendent random variables Kaving pdf's symmetric 
about zero, and let 

where q(.) is the pdf of the random vector 1~1. 
PROOF: For k = 1, this is identical with Lemma 3.1. 
For k > 1, the proof is exactly similar except 
that each set A of 2" different configurations 

U-uJqxll, . . . , (-l)Jnlsl), j,EiO, 11, 
t = 1. . . . . n 

(and where x1 a**, G are all different from zero) 
2n-k differe t configuratims 

ff'"~it~'i~r," ?~~l,""l"~zl], . . . (-lpN /zN I), where 
Qc:(O, 11, t = 1, . . . . N, wi;h N = n - k,and 
IZt 1 = 1 Xt 1 jxt+k 1, t = l, . . . . N. Then, each of 

these can be seen to be generated by exactly 2k 
configurations in A, hence they have equal proba- 
bilities (conditional on B). The result then 
follows in the same way it does in Lemma 3.1. Q.E.D. 
THEOREM 6.2: Let Xl, . . . . Xn be a sequence of in- 
dependent random variables having pdf's symmetric 
about zero, and let 

Zt = xtxt+k, t = 1, . . . . n-k, 
where k > 1. 
u(zN), 

Then random variables u(Zl), . . . . 
where N = n-k, and the random vector R+ - 

are mutually independent with 
P[u(Zt) = 0-j = Pp(Z,) = 1] = 1, t = 1, . .., N. 

PROOF: Identical to the proof of Theorem 3.2, 
except that Lemma 6.1 is used in place of Lem- 
ma 3.1. Q.E.D. 
7. Concluding Remarks 

We already stressed the fact that the tests 
described above are exact and do not require the 
standard assunption of normality. It is also 
worthwhile to note that the process {X,}z1 does 

not have to be stationary; in particular, the 
variances (if they exist) of the variables Xt 
may differ under Ho, without the null distribut- 
ions of the test statistics' being affected. 
Furthermore, we can see easily that the alterna- 
tives (1.2)-(1.3) and (6.3)-(6.4) are very wide, 
including covariance stationary schemes as well 
as a number of non-stationary ones. 
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The main limitations are the assumptions of 
symmetry and known (or zero) median. In practice, 
what we test is the joint hypothesis that the 
X 

i 
's are independent and have the pdf's symmetric 

a out zero (hence, if second moments exist, 
E($X,+k) = 0, t = 1, . . . . n-k, for any k). 
The symmetry assumption may reasonably be main- 
tained in a large number of situations, but it 
would certainly be desirable (althought possibly 
not easy if exactness is to be preserved) to be 
able to relax the assumption of known median. 

Finally, although the main area of applica- 
bility of the proposed tests is the analysis of 
time series data, it should be pointed out that 
they can be used on any set of random variables 
meeting the same assumptions. 

APPENDIX 
The following concepts of dependence (or as- 

sociation) between random variables were develo- 
ped by Lehmann (1966) and extended by Jogdeo 
(1968). 

A pair (X, Y) of random variables are said 
to be "positively quadrant dependent" if 

P[X < x, Y < y] 2. P[X < x]P[Y \< y], 
for any x, y. (AlI 

This dependence may be called "strict" 
at (x0, y,) if a strict inequality between the 
two sides of (Al) holds for (x, y) = (x0, y ). 
Assuming P[X c x] > 0, the condition (Al) czn be 
rewritten: 

PLY 4 y/x d xl a PLY \< yl WI 
which shows clearly that the knowledge that X is 
small increases the probability of Y being small. 
A special case where (Al) holds is the case where 

P[Y 4 ylx = x] is non-increasing in x, (A3) 
designated by Lehmann (1966) as "positive regres- 
sion dependence" of Y on X, a condition probably 
closer to the intuitive notion of "positive de- 
pendence". When X and Y have finite second momen- 
ts, the condition (Al) can be shown to imply: 

E(m) a EWE(Y) (A4) 
(see Lehmann 1966, Lemma 2), which means that X 
and Y have a non-negative covariance. 

Similarly, "negative quadrant dependence" is 
defined by: 

P[X 4 x, Y \< yl 5 P[X 6 xlP[Y 4 y], 
for any x, y, (A5) 

and "negative regression dependence" of Y on X 
by the condition: 

PIY < ylx = x] is non-decreasing in x; (A61 
further, (A4) takes in this case the form: 

E(XY) 4 E(X)E(Y). (A71 
Now let us assume the random variables X and 

Y have continuous (marginal) distribution symme- 
tric about zero; then 

P[X * o] = P[X \< 01 = P[Y & 01 = P[Y d ol= 1. 
(A81 

Consider the product Z q XY. If X and Y are in- 
dependent, it is easy to see that Z has a distri- 
bution symmetric about zero, hence 

P[Z % 01 = P[Z d 01 = 1. (A91 
If X and Y are "strictly positively quadrant de- 
pendent" for any x, y, we have: 

P[Y 4 01x 4 01 > P[Y d o] = 1. (AlO) 
The inequality (AlO) also implies (see Lehmann 
1966, Lemma 1): 

P[Y 3 01x 2 01 ' P[Y L o] = 1. 
Then, from (A8), (AlO) and (All), we get: 

(All) 

P[Z & 01 = PLY * o/x & OlP[X z 01 + P[Y 4 01 
x 4 OlP[X d o] 

EP[Y z o/x > 0 + P[Y \< o/x,< O]}>$ - (A12) 

Similarly, if X and Y are "strictly negatively 
quadrant dependent" for any x, y, we have: 

P[Z d 01 < 1. (A131 
The relationships (A9), (A12) and (A13) show 
clearly the link between symmetry about zero of 
the product XY and the independence of X and Y. 

FOOTNOTES 
* 
This work was supported by Fellowships from the 

Canada Council and the Government of huebec. I 
wish to thank A. Zellner, W. Wecker, R. Roy and 
Y. Lepage for their helpful comments. 
1 Alternatively, we could assume X1, . . . . X,, have 
known medians pl, -**, iJ and then, set thk' me- 
dians of the observationnto zero by considering 
Xl - lJ'1, . . . . Xn - un' 
2 To be more general, we could also use the signs 
3 and 6 in (1.2) and (1.3) respectively, stating 
that at least one strict inequality must hold in 
each case. 
3 See Johnston 1972, pp. 305-307, Box and Jenkins 
1970, Chs 2, 6. 
4 See HQjek 1969, Ch. 5. 
5 For further discussion of the treatment of ties, 
see HQjek 1969, Ch. VII. 

6See HBjek 1969, Ch. 5. -I 
'See HQjek 1969, p. 106. 
8 See HBjek 1969, p. 106. 
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